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Rapid and reliable communication between pilot and ground and between
ground personnel with different air traffic control responsibilities is
vital to the accomplishment of the Federal Aviation Administration's air
traffic control mission. An important aspect of the FAA operational tele-
communications system is a network of about 5,000 voice and 1,500 data cir-
cuits used for routine as well as emergency communications. The network has
developed over the years into a number of independent voice and data sub-

networks, each having a specialized purpose and each growing independently
to keep pace with the increasing volume of aircraft operations. Since there [
is currently little creditable data on the utilization of the FAA's voice
circuits, the switching potential was analyzed as a function of circuit

utilization. By combining traffic from circuits that are less than 100
percent utilized, there is potential for reducing costs through the elimina-

tion of excess capacity.

We conducted an analysis of the circuit network to determine (1) the
number of circuits and circuit miles that can be saved through sharing or
switching, or both; and (2) the potential dollar savings from such changes.

Voice, data, and radio circuits were treated independently for sharing put-
poses. We developed an algorithm to simulate a voice network whose circuits
are switched through the air route traffic control centers (ARTCCs). The h
economic feasibility of this reconfiguration was dependent on ceircuit uti-
lization, required grade-of-service, tariff rate, and auxiliary equipmenty

costs. Data circuits were assumed to be multiplexed and routed through the
ARTCCs; savings on data circuits would depend only on the tariff rate and
equipment costs. Although a few cases of switched radio circuits do exist,

radio circuits were not considered primary candidates for sharing and were

therefore excluded from the study.

We applied the algorithm to the FAA network of leased voice circuits.

Results showed that for the expected circuit utilization of about 0.1 and
the required blocking probability of 0.001, switching would eliminate about
1,200 circuits. However, circuit mileage would increase by 275,000 miles
because extensive rerouting of circuits through the ARTCCS would be neces-
sary in a switched network. Assuming current tariffs, impleentation o
this switching algorithm for voice circuits and multiplexing for data cir-
cuits would result in a net saving of $23.1 million over the 1980-1990
decade. However, slight changes in utilization or grade-of-service could
easily negate these savings. The results for both voice and data circuits

were not very sensitive to auxiliary equipment costs over the expected range
of these costs.
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While this study dealt with costb alone, it should be recognized that
there are valid operational requirements for network switching. The major
conclusion of this study Is that network switching does not provide a
significant penalty or savings in circuit costs and is therefore not a major
cost reduction option for t*'e FAA under the strict set of architecture
constraints analyzed. Although the leased circuit costs for the telecommuni-
cations network are currently over $20 million per year, they represent less
than 10 percent of the total communications cost. The achievable savings
from switching appear to be quite small andi would be lost entirely if one
or more key parameters were not estimated precisely.
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CHAPTER ONE

INTRODUCTION

1.1 BACKGROUND

Telecommunications are the central nervous system of the Federal Avia-
tion Administration (FAA). Rapid and reliable communication between pilot
and ground and between ground personnel with different air traffic control
responsibilities is vital to the accomplishment of the Administration's air
traffic control mission and internal business. operational telecommunica-
tions, installed primarily for air traffic control purposes, are used in
more than 800 manned facilities. Nearly 3,000 remote telecommunications
outlets extend the range and coverage of these facilities so greatly that
virtually all aircraft at all altitudes throughout the National Airspace f
System (NAS) can communicate with appropriate air traffic control facili-
ties. The FAA telecommunications system is the largest operated by any
single federal agency other than the Department of Defense.

An important aspect of the FAA telecommunications system is a network
of dedicated leased voice and data circuits used for routine as well as emer-
gency communications. In addition to air-ground and ground-ground conver-
sations, some of the circuits carry radar, surveillance, navigation, weather,
or flight plan data. The annual expense of using and maintaining these
circuits was about $20 million in FY 1979, and the ancillary equipment asso-
ciated with the circuits cost about $60 million more. In the interest of
the safety and efficiency of the NAS, all of the circuits are dedicated pri-
vate lines. This arrangement is reliable but many of the lines cost as much
as $2,000 per year in lease charges.

The network has developed over the years into a number of independent
voice and data subnetworks, each having a specialized purpose and each
growing independently to keep pace with the increasing volume of aircraft
operations. While the existing networks must satisfy the agency's opera-
tional needs, significant changes are planned for the future. The FAA is
on the threshold of a major recapitalization of its telecommunications
system intended to reduce maintenance costs, enhance the productivity of air
traffic controllers, improve aviation safety, and consolidate subnetworks.
The National Airspace Data Interchange Network (NADIN) will eventually
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replace 13 existing data networks; the Voice Switching and Control System
(VSCS), currently in the design phase, is planned to facilitate the day-to-
day management of voice circuits.

In addition to network consolidation, the FAA is investigating the
possibility of sharing some of these circuits in order to reduce costs.
Since there are currently little data on the utilization of the FAA's voice
circuits, the switching potential was analyzed as a function of circuit
utilization. Circuit sharing would be technically feasible only if air
safety was not adversely affected and air traffic control procedures were
not changed. Whatever consolidation or sharing is done should be virtually
transparent to both pilots and controllers.

In order to assess the pc _ ntial economic benefits of sharing, the
Office of Aviation Systeyr Pla~ns (ASP) has contracted with ARINC Research
to investigate and identify circuits or groups of circui~s where switching
is feasible. The criteria on which circuit switching will be based are the
utilization of the circuit, the traffic volume into each network node, the
required grade-of-service, and the costs of auxiliary switching or multi-
plexing equipment.

1.2 STUDY OBJECTIVES

The primary objective of this study is to develop scenarios under which
switching or sharing of leased circuits would be both feasible and cost-
effective. The primary variable in such an analysis is the utilization of
circuits in the FAA network, a statistic that is estimated with great uncer-
tainty at best, since no hard data exist. As the utilization of a circuit
increases, there is less opportunity for savings from sharing because the
network is being used more efficiently. Beyond a certain level, no savings
are possible. This level will be estimated.

A second important determinant of the level of sharing possible is the
criticality of the message being transmitted on the network. For example,
a controller handoff is a high priority message, since it is critical to
air safety, whereas VFR flight plan data are ordinarily less critical.
Circuit switching possibiliti~ s will be measured against this variable
as well.
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1.3 SCOPE

This is primarily a cost study; the only benefits of circuit consoli-
dation considered here are those resulting from a cost reduction. Non-
economic benefits and costs of circuit switching are not considered, such
as the simplicity of reconfiguring the network to bypass an inoperative
piece of equipment or the need for back-up equipment if a switch line
failure should occur. Such factors may increase or decrease the feasibility
of switching.

With the time and resources available it was not possible to optimize
the switched network. Rather, ARINC Research analyzed a few major reconfig-
urations in an attempt to identify large potential savings from switching.
We therefore avoided analysis on a circuit-by-circuit basis; such detailed
analysis would be required only if a new circuit network configuration were
to be implemented. It should be clear that this study is not a definitive
treatment of the costs and benefits of circuit switching but rather an
attempt to show where potential for switching exists and to suggest areas
for future analysis of the leased circuit network.

1.4 REPORT ORGANIZATION

In the following five chapters, the report describes the methodology

used, details the attributes of the existing leased services network, gives
a technical evaluation of the scenarios, examines sensitivities to key var-
iables, and presents major conclusions. Additional detail on some of the

supporting data used in this study may be found in the two companion reports,
FAA Communications Model User's Guide and FAA Communications Cost Model
Program Documentation, Publication Numbers FAA-ASP-80-6 and FAA-ASP-80-7,
both revised April 1980.

Chapter Two provides a description of the technical approach used in
the study. It examines available data bases and describes the consolidation
algorithms and the communications model, the major tools used in the analysis.

Chapter Three shows the results of a baseline analysis of sharing and
consolidation in the FAA leased circuit network. Several alternate network
configurations are discussed. Results are presented in terms of changes in
the number of circuits and in circuit mileage.

chapter Four describes the scenarios used with the communications model.
The parameters for the baseline case (i.e., the case assuming present tech-
nology) are developed.

Chapter Five shows the results of both the baseline analysis and the
sensitivity cases. The sensitivity of the cost to each important parameter

is analyzed and possible alternatives are discussed.

chapter Six summarizes the results of the investigation and presents
conclusions based on the economic evaluation of the alternatives considered
in the study.
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CHAPTER TWO

TECHNICAL APPROACH

2.1 INTRODUCTION

This chapter describes the methodology used by ARINC Research Corpora-
tion to develop scenarios for circuit sharing in the FAA network. The goal
of this analysis is to determine (1) the number of circuits and circuit
miles that can be saved through sharing, (2) the potential dollar savings
from sharing, and (3) the effect on (1) and (2) of new technology planned
for the 1980s.

The procedure for developing these results consists of several steps,
each of which is described in subsequent sections. First, the current net-
work is divided into homogeneous groups of circuits that can be independently
evaluated for sharing: voice, data, and radio circuits. It is technically

difficult to carry communications of different kinds (e.g., voice and data)J

on the same circuit. These groups are further discussed in Section 2.3.

Second, it is necessary to determine whether each circuit meets the
criteria of feasible sharing, which are described in Section 2.4. The
above two steps should be sufficient to classify each circuit and eliminate
from consideration those that are poor candidates for switching.

The third step is to calculate the effects of switching or sharing on
the circuit network configuration. An algorithm was applied that would
calculate the minimum number of circuits between two points required to
satisfy a given traffic and grade-of-service constraint. Section 2.5
describes the method of assessing changes in network configuration and the
algorithm for calculating the number of circuits required.

Effects of the new technology systems of the 1960s can be evaluated
with a computer-based communications cost model designed to show the cost
impact of changes in the technical or regulatory framework of the FAA. This
model is the subject of Section 2.6. Some of the circuit sharing algorithms
described in this chapter have been incorporated into this model. Specific
scenarios can be devised that would analyze the effects of sharing various
groups of circuits, both with and without the new-technology systems planned
for the 1980s. More detail on the structure and application of the communi-
cations model may be found in the reports FAA Conmmunications Cost Model
Program Documentation and FAA Comunications Model User's Guide.
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2.2 OVERVIEW OF FAA CIRCUIT NETWORK

The primary source of data for this study is an extensive data base of

leased circuits and leased equipment maintained by the Transportation System
Center in Cambridge, Massachusetts. The data base contains approximately

18,000 records of FAA circuits. A subset of each record was separated into
a smaller data base containing such information as tariff, location of the
end-points, mileage, and circuit use. Table 2-1 shows the information found

in a sample record. While there are occasional errors or blank fields on
some records, most of the data are accurate enough to permit the circuits
to be classified and grouped according to common attributes.

Table 2-1. AVAILABLE "'FORMATION FROM TSC DATA BASE

Identifier Explanation Valu-s

CID Circuit number Integers (1 to 18,132)

CODE Circuit type code Four characters

ND Number of drops Integers (2 or greater)

BPS Bits per second Integers (0 = not a data
circuit)

EMRC Equipment cost per month Dollars

TMRC Telpak cost per month Dollars

IMRC IXC cost per month Dollars

TPKM Telpak mileage Miles

IXCM IXC mileage Miles

FV "From" V coordinate Four-digit integer

FH "From" H coordinate Four-digit integer

FR "From" FAA region Two-character code

FFC "From" facility type code Integers (1 to 303)

FLID "From" facility identifier Three-character code

TV "To" V coordinate Four-digit integer

TH "To" H coordinate Four-digit integer

TR "To" region Two-character code

TFC "To" facility type code Integers (I to 303)

TLID "To" facility identifier Three-character code

Figure 2-1 shows the structure of the FAA communications network.

The diagram shows the major communications links among the operating units.

The system may be thought of as the union of 20 smaller subnetworks, each
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GLOSSARY OF ACRONYMS USED IN FIGURE 2-1

ARSR - Air route surveillance radar

ARTCC - Air route traffic control center

ARTS - Automated radar terminal systems

ASR - Airport surveillance radar

ATCSCC - Air traffic control system command center

ATCT - Air traffic control tower

AUTODIN - Automatic data network (DOD)

AUTOVON - Automatic voice network (DOD)

BUEC - Back-up emergency communications

CCO - Command communications outlet

DDD - Direct distance dialing

FDEP - Flight data entry and printout

FSS - Flight service station

FX - Foreign exchange

ILS - Instrument landing system

Other DOD - Other Department of Defense facilities

RCAG - Remote communications air/ground

RML - Remote microwave line

RTR - Remote transmitter/receiver

TRACON - Terminal radar approach control

VORTAC - VOR/TACAN, a navigation beacon and communications
outlet
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with an air route traffic control center (ARTCC) at its hub. On the
average, there are about 15 flight service stations (FSSs) and 20 towers
within the jurisdiction of a center. Although these numbers vary, there
is no substantial difference from center to center in the nature of the
communications links among the operating units. With the exception of
voice and data links between centers, there is little need for communica-
tions between facilities assigned to two different ARTCCs.

Nearly all of the communications links shown in Figure 2-1 terminate
in or connect with an ARTCC. This suggests that the centers would be
convenient central facilities through which communications traffic could
be switched; this possibility will be discussed further in Section 2.4.

2.3 CLASSIFICATION OF FT%. CaxCUITS

In order to assess the possible savings from circuit sharing and
switching, it is necessary to determine which circuits are compatible for
sharing purposes. Although it is technically feasible to design a switch
that can accommodate, for example, both a voice and a data circuit, inter-
face problems would likely negate any savings resulting from the reduced
circuitry. Thus, it is important to divide the circuit network into
homogeneous subnetworks that can be analyzed individually.

A simple yet useful way of classifying circuits for this purpose is
to label them as voice, radio, or data. Voice circuits are ground-ground
voice-grade private lines used by air traffic personnel. These are indi-
cated by solid lines in the diagram of Figure 2-1. They are routinely
used for controller handoffs, flight plan data, or any other type of mes-
sage that needs to be sent. Data circuits, which comprise about 10 per-
cent of the total, are used for computer-to-computer or computer-to-
console communications. These are indicated by dotted lines in the diagram.
Radio circuits are those which interface with an air-ground communications
system. Since VHF communications are limited by line-of-sight coverage,
it is often necessary for the ARTCC to install transmitting and receiving
equipment in the remotest parts of its jurisdiction and bring the signal
back to the center via private line. Radio circuits are indicated by
dashed lines in Figure 2-1.

The significance of this breakdown is that it will be difficult to
consolidate or switch groups of circuits containing more than one of
these three circuit types. For the purpose of analyzing switching poten-
tial, the FAA network may be visualized as three independent communica-
tions networks sharing common termination points. It is implicitly
assumed that there is no interaction between circuits of different types.

2.4 POTENTIAL FOR CIRCUIT SHARING

There are several methods of implementing circuit sharing that might
be cost-effective under the proper circumstances. The most effective
method to use depends on the circuit type (voice, radio, or data),
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characteristics of its usage, and characteristics of the other circuits
with which it would be shared. These issues are discussed in this section.
The most obvious way to reduce the number of circuits is to cut excess
circuit capacity between a pair of facilities. For example, there may be
a separate, dedicated voice circuit for each possible pair of controller
positions across a center boundary. Since each circuit is assumed to be
lightly loaded, it may be cost-effective to introduce switching equipment
that will select an available circuit and route the call through to the
other center, where an analogous piece of hardware will select the proper
controller position to ring.

The problem with this scheme is that it reduces the number of circuits
below the number of potential pairs of users of those circuits. This intro-
duces a probability, however small, that all circuits will be busy when an
additional controller needs a line. Even for the most critical of messages,
however, a feasible back-up procedure can probably be developed. In the
current system, in spite of the dedicated lines that eliminate the possi-
bility of a busy circuit, there remains the possibility that the receiving
controller is making a call of his own. An override capability currently
exists whereby the controller may cut into another controller's communica-
tions in order to convey a critical message. For the purpose of this
analysis, it will be assumed that a similar procedure could be implemented
for a switched circuit network.

Given the average circuit utilization and the required grade-of-
service (expressed as a maximum probability of a blocked call), the number
of circuits required can be calculated from formulas used in queuing analysis.

A second possible way to reduce the number of circuits is to switch
through a remote facility. For example, there may be a need for covvnunica-
tion between two towers, each of which must also communicate with a center.
If the message traffic from tower A to tower B can be routed through the
center, the circuit from tower A to tower B can be eliminated. This will
increase the traffic along the trunks from A to the center and from B to
the center, but if the utilization is low enough along these trunks, this
increase will have minimal impact on the loading of these circuits. Figure
2-2 represents such a switching.

A final method for circuit reduction is to share facilities with another
government agency; for example, the FAA already receives weather data from
NOMA and various Defense Department installations. Air traffic control
for military flights is also tied in with the FAA communications system.
Other agencies needing access to FAA-held information may find it profit-
able to enter into similar arrangements. This type of sharing may be
workable if the outside government agency and the FAA both need data from
the same source. This is a relatively rare occurrence; consequently, we
do not think that sharing circuits with other agencies can be a major source
of savings.

Consolidation of voice circuits most likely would be combined with
switching. Particularly in the underutilized, high-capacity trunk groups,
a reduction in voice circuits, with a corresponding increase in utilization,
might hardly be noticeable.
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Before Switching:

After Switching:

u 0.10 + 0.05 0.15 U 0.12 + 0.05 - 0.17

*U circuit utilization.

Figure 2-2. SWITCHING THROUGH REMOTE FACILITY

Data circuits are used for computer-to-computer or computer-to-
terminal transmission of information. Each circuit belongs to one of
several subnetworks that differ substantially in the quantity of data
transmitted, the message priorities, and the data bit rate. All of the
data circuits were found to be either low speed circuits (120 bits per
second or less) or fairly high speed circuits (1,200 bits per second or

greater).

Underutilized data circuits can be combined through multiplexing,
with or without switching. Multiplexing is a process that combines bits
from several lower speed messages on a higher speed data line. At the
other end of the line, the signals are distributed to the proper terminals.
Unlike voice circuits, data circuits combined in this way will not intro-
duce any probability of blocking; each circuit becomes more efficient by
sharing its excess bandwidth. The National Airspace Data Interchange
Network (NADIN) system, currently under development, will use a combina-
tion of multiplexing and switching to consolidate data circuits.

2-7
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Radio circuits are those connecting a remote center air/ground (RCAG),
a remote transmitter-receiver (RTR), or a remote communications outlet (RO)
with an 755, center, tower, or terminal radar approach control (TRACON).
They carry air-ground voice communications and are one of the most vital
communications links in air traffic control. In the interest of air safety,
each line must remain open at all times; neither pilots nor controllers
could tolerate the possibility that communication could be delayed as a
result of switching. Furthermore, some of the busier frequencies (e.g.,
approach control) have very high utilization anyway. Although opportunities
do exist to switch some light-traffic, low-priority circuits in the network,
we do not think that switching is, in general, a feasible option for air-
ground circuits. Since this is not a circuit-by-circuit analysis, we have
chosen not to include these circuits in any of the switched configurations
analyzed.

of the remote facilities through which circuits can bu switched, the
air route traffic control centers (ARTCCs) are the most logical choice.
Although it is desirable to keep the number of switching centers small
enough to take advantage of economies of scale in switching equipment,
the number should be large enough that the circuits between the facilities
and the switching centers are not inordinately long. Since most facilities
already have at least one circuit to the nearest ARTCC, the ARTCCs could
serve as hubs of a switched network with the least impact on the current
network. This conclusion was reached fairly early in the development of
the FAA's VSCS program.

2.5 SWITCHING ALGORITHM

The criteria developed in the previous sections were used to formulate
algorithms for voice and data circuits to measure the potential for circuit
switching and consolidation. The calculation algorithms are discussed in

this section.

The logic of this model is shown in Figure 2-3. Each circuit was
first classified as voice, data, or radio. If the circuit terminated
either in the System Command Center (SCC) or in the Kansas City meteorological
center (W?45C), we considered it not eligible for switching because these
circuits will be switched in the National Airspace Data Interchange Network
(NA;..IN) system. Multiple drop circuits, numbering about 8.5 percent of the
total, were also not considered for switching because of the complexities
of searching for and analyzing intermediate drop points. Radio circuits
were not switched, for reasons described above.

In considering each circuit, we maintained and updated a list of all
possible pairs of termination points. If we found that at least one end of
a circuit was a center, we added to the list a demand for a channel for
that particular pair of facilities. If neither facility was a center, we
added a demand for a circuit between each of the two facilities and its
closest center. If the two centers were not the same, we added a third
circuit to connect them.

2-8
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After all circuits have been treated in this way, the number of voice
circuits required to satisfy a given grade of service constraint can be
calculated with the standard equation from queuing theory:

IF Z
kN!

k=0 i
where I"

PB = probability of blocked call

Q = traffic in erlangs

N - number of circuits available

The probability of a blocked call is a measure of the grade-of-service.
The lower the probability, the better the grade-of-service. Since this
equation yields the grade-of-service as a function of traffic and the
number of circuits, it is necessary to substitute into the equation the
amount of traffic as a first guess and increase the number of circuits one
at a time until the grade-of-service criterion is met.

An implicit assumption of the above formula is that call-holding times
are exponentially distributed. While this may not be strictly true, we
felt that this equation was an appropriate tool to use for this model.
Since we are not attempting to design the network on a circuit-by-circuit
basis, but rather to look at the overall impact of switching, we believe
that any errors introduced by violating the call-holding time assumption
would be small.

A different algorithm applies to data circuits. We assume that data
circuits are multiplexed if two or more users share a line and that the
bits-per-second rates of the users may be added until the capacity of
the data line is reached. This capacity is taken to be 1,200 bits per
second (bps). Although a high-speed data line is capable of 2,400 bps,
we assume only half this figure usable in order to minimize co-channel

interference and account for signal distribution. Handled in this way,
without switching, there will be no utilization or grade-of-service
constraint. Since each computer or other data equipment "sees" a dedicated
line connecting to it, there is no possibility of a blocked call.

At this point the simulated development of the switched network con-
figuration is complete; it is only necessary to aggregate the number of
circuits and their mileages to compare with the status quo network. It
should be pointed out that the network configuration described above
results from the application of a relatively simple macrolevel algorithm
to the entire circuit network. Different savings might be achieved by
optimizing the network on a circuit-by-circuit basis. Such an analysis
is believed to be inappropriate in a general model and would not affect

aggregate leased circuit costs significantly.
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2.6 EXTENSION TO COMMUNICATIONS MODEL

The network switching algorithm described in Section 2.5 can provide a
detailed assessment of the effects of switching on FAA circuit terminations
and circuit mileage. By itself, however, this algorithm does not calculate
circuit or other costs and could not assess the impact of new technology
systems on FAA costs. The communications cost model is not structured to
optimize the network design by evaluating the feasibility of switching on
a circuit-by-circuit basis. Accordingly, this switching algorithm was con-
densed to operate on groups of circuits rather than individual circuits and
was incorporated into the communications model. This refinement was added

as a direct consequence of this study.

The comunications model does not have access to circuit-by-circuit
records, such as exist in the .SC data base. To save storage space and
computation time, all ci:.cuits were categorized according to different

characteristics; parameters associated with each categoxy can be accessed

and modified, depending on the type of analysis being performed.

The circuit cost algorithms within the communications model are suit-
able for evaluating alternate network configurations with the advent of
new-technology systems such as DABS, ETABS, VSCS, and AFSS.
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CHAPTER THREE

BASELINE SWITCHING ANALYSIS

3.1 INTRODUCTION

This chapter shows the results of applying the network switching
algorithm described in the previous chapter to the current FAA leased
circuit network. This algorithm is a means of simulating a network recon-
figuration resulting from switching voice circuits and multiplexing data
circuits. The air route traffic control centers (ARTCCs) serve as the
message routing hubs of both the voice and data networks. Radio circuits,
as previously discussed, remain untouched.

The number of circuits required between any two nodes in a switched
system for voice is a function of the utilization per circuit and required
grade-of-service. If the utilization is low, say 0.01, then that traffic
could be easily added to another circuit without seriously affecting its
traffic load, thereby eliminating a circuit. However, if the utilization
is high, say 0.70, then that circuit is already being used fairly efficiently.
Attempts to eliminate that circuit by offloading its traffic onto a second
circuit may fail because the additional traffic load is likely to overload
the circuit. Thus, switching will e more feasible economically at low
circuit utilizations.

Grade-of-service is defined as the probability that a call cannot be
completed because all circuits are busy. The lower the grade-of-service
value, the better the service. At higher values for this variable, fewer
circuits are required to guarantee that the assigned grade-of-service con-
straint will be met; however, the circuits will all be busy more of the
time.

Cases were developed for voice circuits for assumed utilization rates
of 0.1, 0.2, 0.3, 0.4, 0.6, and 0.8. For each of these values, cases were
run for grade-of-service values of 0.001, 0.004, 0.01, 0.04 and 0.1. This
represents a probable range of service grades useful in the FAA. The 0.1
figure might be all that is required for a noncritical weather inquiry,
while 0.001 would be typical of a critical message, such as a center-to-

center nonradar handoff. Though it is true that such circuits must be
nonblocking according to the Air Traffic Service operational requirements,
a feasible back-up procedure or operational override would probably be
developed so that the standard would be met.
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For each of these cases a comparison was made of the number of circuits
and the circuit mileage with those of the present unswitched network. These
two variables were chosen because the current tariffs are principally depen-
dent on circuit terminations and mileage. If both the number of circuits
and the mileage were less than those of the present network, then switching
was considered feasible in terms of cost. If one value was greater and the
other less, the feasibility would depend on tariff rate structure. The
Telpak private line tariff was used as the basis of evaluation of all
switched configurations.

From an evaluation of these cases it will be possible to identify break-
even points, based on utilization and grade-of-service, for which switching
would result in a reduction in the cost of leased services. A parametric
approach is necessary because, for the FAA network, hard data on utilization
and required grade-of-service do not exist. However, it will be possible
to assess the sensitivity of the results to these parameters and identify
a range of values over which positive savings can be achieved.

One other critical factor that must be considered is the cost of
switching equipment. This equipment is needed to sense that service is
being requested from a service terminal, to find an idle circuit, and to
make the connection. The equipment cost must be subtracted from the say-
ing calculated on the basis of utilization and grade-of-service alone.

The algorithm for data circuits is somewhat different. Data circuits
are assumed to be multiplexed without switching. Therefore, there is no
probability of a busy signal, and the grade-of-service and utilization
criteria do not enter into the analysis. Treatment of data circuits is
discussed further in Section 3.4.

The next section describes some of the characteristics of the present
circuit network, including circuits that interface with those of other
government agencies. Subsequent sections in this chapter analyze the voice
and data networks according to the network algorithms in Chapter Two. The
impact of auxiliary equipment is factored into the estimate of possible
savings resulting from switching or multiplexing. Finally, an estimate is
made of current values of utilization and required grade-of-service in order
to forecast economic savings resulting from switching or multiplexing.

3.2 CURRENT NETWORK STATISTICS

Table 3-1 shows the number of circuits and the circuit mileage for the
three circuit types in the FAA network. The figures do not include zero-
sii.eage circuits connecting equipment in the same building or in adjacent
brildings; these circuits, numbering about 7000, are priced as part of the

equipment in which they terminate, and are too short and too inexpensive
to b2 considered as candidates for switching.

The remaining circuits are primarily priced under the Telpak tariff,
which is modeled at $43.30 per termination per month (there are at least
two terminations per circuit) plus $0.50 per mile per month. This tariff
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Table 3-1. PRESENT FAA CIRCUIT NETWORK
(NONSWITCHED)

Cirui TpeNumber of Circuit
Circit ypeCircuits Miieage

Point-to-point voice 4,911 352,282

Point-to-point data 1,496 231,270

Point-to-point radio 4,004 434,456

Subtotal 10,411 1,018,008

Multiple Drop 974 434,158

Total 11,385 1,452,166

is about half the commercial private line rate and is available to the FAA
through its business arrangement with the Defense Communications Corporation
(DECCO). Applying this tariff to the figures in Table 3-1 yields an annual
cost of $21.5 million. This figure is a little high (the actual figure for
FY 1979 was about $19 million) because not every circuit is actually priced
according to the Telpak tariff, but it is a good indication of leased cir-
cuit costs. The results of this analysis are not sensitive to this difference.

About seven' percent of all leased circuits have at least one termination
in a facility outside of the FAA jurisdiction. Analysis of the TSC data base
shows that all of them are linked to facilities of the Department of Defense,
the Coast Guard, or the National Weather Service. These circuits are impor-
tant because they indicate outside government agencies that (1) need to ekc-
change information with FAA on a real-time basis, (2) need communications
services in the course of their normal operations, and most important, (3)
might be willing to enter into communications resource sharing agreements
with the FAA.

Table 3-2 shows a breakdown of these 1129 circuits. Zero-mileage cir-
cuits between nearby buildings or equipments are included in these figures.
Approximately 69 percent of the circuits interface with military facilities
in all branches of the armed services ("military" denotes the Army, Navy,
Air Force, Marines, Coast Guard, and Air National Guard).

3.3 VOICE CIRCUIT SWITCHING

This section shows the results of applying the switching algorithm to
the voice network. Results are shown in Table 3-3. For each of the combina-
tions of utilization and grade-of-service, the table shows the changes in
(1) the number of circuits required, (2) circuit mileage, and (3) assuming
a tariff of $86.60 + $0.50 per mile, the change in annual cost before switch-
ing equipment costs are considered; these ccs-ts are discussed in Section 3.5.

The number of circuits is reduced for all grades-of-service if utiliza-

tion is 0.2 or less, and for the 0.3 and 0.4 cases it is reduced for the
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Table 3-2. NON-FAA CIRCUIT TERMINATIONS

WMSC to Military 2

Tower to Military 311

FSS to Military 143

Center to Military 165

Military to Military 55
Tower to AUTOVON/AUTODIN 13

FSS to AUTOVON/AUTODIN 8

Center to AUTOVON/AUTODIN 64

Other AUTOVON/AUTODIN 19

WMSC to Weather 31

Tower to Weather 203

FSS to Weather 76

Center to Weather 9

Military to Weather 5

Weather to Weather 25

Total 1129

poorer grades-of-service. For the two highest utilizations the number of
circuits is greater than for the baseline system; this is expected, since
high utilization violates one of the principal assumptions on which the
switching algorithm is based.

What is somewhat surprising is that the circuit mileage increases in
every case. This could occur either because utilization is too high, as
before, or because many of the circuits being saved are short connections
between remote facilities. For example, assume that traffic between two
FSSs on a circuit 100 miles long is to be switched through the nearest
center. If the additional traffic to and from the center creates a need
for an additional circuit 500 miles long, net circuit mileage will increase.
The increase in mileage must be considered in combination with the decrease
in the number of circuits. Depending on the tariff rate used to price the
circuits, an increase in mileage costs may be desirable if it is more than
offset by a decrease in circuit termination costs.

Figure 3-1 shows a plot of the number of circuits saved as a function
of utilization for grades-of-service of 0.1 and 0.001. The curves for the
other grades would fall between these two. The shape of the curves is a
function of grade-of-service. For a very poor grade (GOS - 0.1) the curve
would essentially be a straight line, since a given increase in utilization
would require a constant quantity of circuits to accczunodate it. At very

3-4



Table 3-3. SWITCHING RESULTS FOR VOICE NETWORK

Changes by Grade-of-Service (GOS)
Utilization GosGOS GOS GOS

0.1 0.04 0.01 0.004 0.001

Change in Number of Circuits

0.1 -2591 -2254 -1774 -1533 -1223

0.2 -1811 -1293 - 744 - 504 - 192

0.3 - 989 - 430 + 75 + 338 + 613
0.4 - 278 + 306 + 803 +1041 +1290
0.6 +1039 +1532 +1935 +2084 +2246
0.8 +2140 +2423 +2674 +2761 +2841

Change in Thousands of Circuit Miles

0.1 + 58 + 112 + 188 + 226 + 275
0.2 + 185 + 249 + 335 + 371 + 418

0.3 + 287 + 372 + 447 + 486 + 525
0.4 + 383 + 473 + 543 + 575 + 607
0.6 + 565 + 631 + 680 + 695 + 711
0.8 + 702 + 732 + 759 + 769 + 778

Change in Circuit Expense (Thousands of Dollars)

0.1 -2345 -1670 - 716 - 237 + 379

0.2 - 772 + 150 +1237 +2073 +2308
0.3 + 694 +1785 +2760 +3267 +3787
0.4 +2009 +3156 +4092 +4532 +4983
0.6 +4469 +5378 +6091 +6335 +6600
0.8 +6435 +6910 +7333 +7483 +7620

Note: + indicates an increase over the values from the non-
switched network.

good grades-of-service, the curve would fall off sharply until it met the
constraint that the total number of circuits cannot exceed the number of net-
work users; at this point, it would level off. Theoretically, curves for
all grades-of-service converge at utilizations of 0 and 1. At very low
utilizations, regardless of service grade, switching works very well, since
only one circuit is needed to accommodate traffic between each facility and
the nearest center. At very high utilizations, switching introduces unneces-
sary circuits because there is no opportunity to share. Sensitivity to
grade-of-service, if utilization remains constant, can be inferred by
examining the difference between the two curves. It appears to reach a
maximum at a utilization of about 0.2-0.3.

Figure 3-2 shows the same plot for circuit mileage. The curves
exhibit similar characteristics; they converge at utilizations of 0 and 1,
and they show maximum sensitivity to grade-of-service for utilization in the
0.2-0.3 range.
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Figure 3-3. SENSITIVITY OF DOLLAR SAVINGS TO CHANGES IN
TARIFF RATE (GRADE-OF-SERVICE = 0.01)

Figure 3-3 shows the sensitivity of the dollar savings to changes
in the tariff rate. Proportional increases in the termination and mileage
components of the tariff rate will result in a proportional change in the
dollar savings; the relative standing of each of the categories will not
change. A more useful scenario is to vary just one of the two components,
in this case the cost per circuit mile. Here the curves cross at that point
where the mileage saved is zero, corresponding roughly to a utilization of
about 0.05 and a grade-of-service of 0.01. If the termination charge was
varied rather than the mileage charge, the curves would have a similar
shape, and they would intersect at that point where circuits saved are zero.

Figure 3-4 summarizes these results for voice circuits. The curves
show the locus of points under each of the assumed tariff rates for which
the savings due to switching would be zero. All points to the left of the
curve would result in positive savings; all points to the right in negative
savings. For the nominal tariff, average circuit utilization in the current
FAA network must be below 0.25 to give switching a chance of economic feas-
ibility. This figure ignores the impact of auxiliary equipment costs, which
will be discussed in a later section.

3.4 DATA CIRCUITS

Data circuits differ from voice circuits in the way they are combined
to effect savings. Voice-grade lines subject to the Telpak tariff are
capable of carrying up to 9,600 bits per second (bps) of data; yet the FAA

3-7



0.001

0.00 -1 Tri ff s

0 121151519B1 86.6

$8.6 + 05Uprml

0.004Trfs
0U

* I00

0 0.2ini 0.86.60 $. 0. ermil

Cirui Utliato

Pigr 3-4 LOU FBEKEEUONSA UCINO AIFRT

has many daacrut htcry1 p eltp aa qimn saal

abeta ca cobn h Uesgso eealsc ietasi hmo
a inl vie rdelne adreitrbtetematte tered.Tisi

cale mutpeig fmlilxn eeipeetd h edfrmn
undeutilzed ata ircuts undrtlzdi em fdt aaiy o

neesrl uneuiie ovrtm)wudb liiae.Frhroe

as is th aewtUoc rnmsin hs nasmto ftemdli

0.04 dtwilntb swth ,ut utpee;teeoe h tlzto
andgrdeof-eric vaiale ar nt eanngul Mutileinginrese
the ris of siultaneus cir uotgs oeehg-pe aacrut

(120 bs r rete) oldno b cmbne trog mltplxig ndwol
remai dediated ines

As areslt f mltipexig, he ume ofdt ci uts rped rm

in te cae ofvoic ci circ it ilizalyton aa icitmlag ol

Fegeured a-4. LOCU toFa crcAitsE switSe ASrese Af FUCTO OFiso TAIFeRter

haswic many dat na circuit a cry 10bps telt dab.Eaipetissval

abeThat eansibinthef messagesrc of severaln sc les trasitt themo

necess al thdetilvize ovrute swouldng beeiaeure35sosthemore

siceth dtatanmisin yte wul b ucanedfrn h pin3o-8e



in savings that would result from a change in the mileage component of the
tariff. The mileage charge would have to go to about $2.50 per mile to
negate the savings from data switching. These results ignore switching and
multiplexing costs, which are discussed in the next section.

Soo
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S 100
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Tariff Mileage Component in Dollars per Mile

Figure 3-5. COST SAVINGS VERSUS TARIFF FOR DATA SWITCHING

3.5 EFFECT O)F EQUIPMENT COSTS

Up to this point, the feasibility of switching or multiplexing has
been analyzed without regard to equipment cost. In any such network it
will be necessary to procure and maintain switching or multiplexing equip-
ment. It should be noted that the planned introduction of the Voice Switch-
ing and Control System (VSCS) in the 1980s will provide a switching capa-
bility at no additional cost. The analysis in this section, however,
represents the introduction of switching without VSCS. The analysis up
to this point would be valid in considering a case where switching equip-
ment costs are zero or nearly so.

For the purpose of this analysis these costs can be modeled an a fixed
aount per circuit for both capital and maintenance. If standard techniques
are used for amortizing capital purchases, the F&E switch cost for the voice
network can be converted into an annual cost that, together with the O&M
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cost, can be subtracted from the potential savings computed earlier in this
chapter. Assuming a 10 percent value of money and a 10-year equipment life,
the annual payment will be 16.27 percent of the principal.* If the equip-
ment life is 15 years, the annual payment will be 13.15 percent of the
principal. These percentages can be used to calculate the break-even
equipment costs needed to make switching feasible.

Figure 3-6 is a plot of maximum equipment cost per circuit as a function
of utilization for three grades-of-service in the voice network. The figures
are for a 10-year equipment life, but the 15-year figures can be calculated
by multiplying by 16.27/13.15. Switch costs are assumed to be on the order
of $500-$1,000 per circuit; therefore, at a utilization of 0.07 or
less, the switched network will be economically feasible regardless of the
grade-of-service. If utilization exceeds 0.25, it will not be feasible
regardless of grade-of-service or switch cost.
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Figure 3-6. MAXIMUM EQUIPMENT COST VERSUS UTILIZATION

*The present value of a payment of $1 per year for n years at interest rate

r is PV -1El . For r - 0.1 and n - 10, 2 6.146. The annual

payment is 1/6.146 - 0.1627.
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For intermediate utilizations, feasibility is quite sensitive to
required grade-of-service and less sensitive to switch cost. Within this
range, even if the operating point were within the bounds of economic
feasibility, savings would be sensitive to the accuracy of parameter esti-
mates. Relatively modest traffic growth, for example, could quickly elim-
inate any potential savings.

3.6 ESTIMATE OF CURRENT PARAMETER VALUES

In this section estimates of average utilization, qrade-of-service, and
equipment cost are provided. From these it will be possible to identify the
point in Figure 3-6 where the current system is estimated to be and thereby
to assess the economic feasibility of switching.

Estimates of peak-hour circuit utilization have been developed in the
course of building the communications model. They were estimated from dota
on traffic handled at a sample facility and average call holding times.
These are presented in Table 3-4. The mean of these utilizations, weighted
by the number of circuits of each type, is 0.096. The estimates are assumed
to represent the average utilization for a circuit group during the busiest
hour of each day. It is assumed that the network would be designed on that
basis.

Required grades-of-service will vary, depending on the function of the
circuit. Since traffic of all priorities will be carried on the same circuit,
the most stringent value for grade-of-service was selected for all circuits:
the value of 0.001.

Switch costs for a moderate-to-large facility were estimated at $500
capital plus $30 a year for maintenance on each switch. The $30 a year must
be converted to a capital cost to be compatible with Figure 3-6. If the
.1627 factor from Section 3.5 is applied and the result added to the $500
figure, an up-front equipment cost of $684 will be obtained.

Table 3-4. ESTIMATED BUSY-HOUR VOICE CIRCUIT UTILIZATION

Number of Estimated
Circuit Category Circuits Utilization

Miscellaneous 1487 0.08

FSS-Center 175 0.05

FSS-Tower 102 0.05

Tower-Center 603 0.05

Center-Center 274 0.10

Foreign Exchange 1421 0.12
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Thus, the current operating point in Figure 3-6 is (0.096, 684). This
lies between the curves for 0.01 and 0.001 grades-of-service. For the values
selected, switching does not quite break even; for slightly higher values of
grade-of-service or lower values of circuit utilization, the savings would be
pcnitive. This is an indication of the sensitivity to these parameters. On
the other hand, switching equipment cost could rise as high as $2,000 to $3,000
per circuit before this variable would have a significant impact on feasibility.

For data circuits, the multiplexing costs would have to be subtracted
from the gross savings of $390,000 per year. Utilization and grade-of-
service criteria do not enter into the analysis, because data circuits are

not switched. Assuming that multiplexing costs per circuit are comparable
to those of switching, an amortized cost for auxiliary equipment of $135 per
year will be required. This reduces the possible savings by $135 x 1028
circuits, or $139,000. Estimated savings are therefore $251,000 per year.
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CHAPTER FOUR

SCENARIOS

4.1 INTRODUCTION

The National Airspace System (NAS) is not expected to remain static in
the 1980s; rather it will evolve to accommodate the growth of air traffic.
Existing systems will be expanded for this purpose, and new systems will
appear that will exploit state-of-the-art improvements in communications
hardware. The circuit network will be affected by these changes as well.
Continuing automation of air traffic control should reduce the number of
controllers required per aircraft and consequently reduce the need for
voice circuitry.

A baseline case (i.e., the present communications system expanded to
accommodate future traffic) is developed to provide a point of reference
with which the costs of the alternatives can be compared. Factors such
as aircraft traffic growth, IFR operations, surveillance expansion,
increase in the number of FM-operated airports, and regulatory reforms
are applied on an equal basis to the baseline case. Because only
communications-oriented facilities are included in the model, the output
of the baseline will not necessarily correspond to the budget forecast.
The baseline is intended to provide a reference point only.

The model has the capability of calculating communications cost by
assigning a percentage to each facility that indicates the proportional
cost of that facility allocated to communications. For the scenarios
described in this chapter, we set all these percentages at 100 percent so
that the model would calculate the total facility cost. Since the model
does not include cost for air traffic (AT) personnel, the results developed
here do not constitute a full life-cycle-cost analysis.
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4.2 BASELINE SCENARIO

The baseline scenario represents continued operation of the present FAA
communications system without modernization or other modification of any of
the communications facilities. However, the baseline scenario does include

expansion of the present system to handle the forecast growth in aircraft
traffic. It is assumed that traffic growth will make it necessary to
expand FAA facilities in number or size (or both),* and to increase thesizeand ompexit ofthe ommnicaion netork

The present implementation of the model has data for 64 separate types
of facilities supporting communications. Growth in the number and size of
these facilities is closely tied to that of sk-tors, radars, towers, centers,
and flight service stations. These five kinds of facilities are referred to
as operational units. Increases in FAA operational units will necessitate
increases in many supporting communications facilities. In the baseline
scenario, it is assumed that the presenL ratio of communications facilities
to operational units will be maintained, so that the growth in facilities
will be directly proportional to the growth in operational units. The
growth in operational units is related to the forecast growth in aircraft
traffic. The equations describing these relationships may be found in the
companion report FAA Communications Cost Model Program Documentation. It
should be kept in mind that the absolute accuracy of the projected costs
in the baseline system will be dependent on the extrapolations. However,
the relative accuracy of the cost differences between the baseline and the
alternative scenarios will be much less affected by the absolute accuracy
of the extrapolations because these extrapolations will be included in all
scenarios.

The assumptions used in the baseline for inflation and discounting
were also used in all other scenarios. Long-term inflation rates of eight
percent for F&E and O&M costs and five percent for circuits were assumed.
Historically, the rate of inflation for leased circuits has been consis-
tently lower than that for F&E and O&M, which in turn has been indicative
of that of the overall economy. Since current inflation rates (1979-1980)
are higher than this, a gradual decline to the long-term rates was pro-
grammed into each scenario. The discount rate is a value-of-capi 'tal factor.
According to guidelines set by the office of Management and Budget (OMB),
it represents the real rate of return of private investment before taxes
and should be set at 10 percent. Since the model applies the discount
rate to current rather than constant dollars, a long-term inflation-adjusted
discount rate of 18 percent was used. The inflation-adjusted discount rate
is calculated by adding 10 percent to the average of the F&E and O&14 infla-
tion rates. Table 4-1 shows the inflation rates used for F&E, O&M., circuits,
and discounting; they are consistent with the 0ONB guidelines.
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Table 4-1. INFLATION AND DISCOUNT RATES

Inflation Rates Inflation-

Year (percent) Discount Adjusted
F&E O& Cicuts Rate Discount Rate

1979 11 13 8 10 22

1980 9 11 7 10 20

1981 8 10 6 10 19

1982 8 8 5 10 18

1983- 8 8 5 10 18

1990

4.3 BASELINE WITH CIRCUIT SWITCHING

This scenario is identical to the baseline case except that most voice
and data circuit groups are switched through the nearest center. Radio
circuits are not switched, however.

The scenario for circuits is much the same as the one described in
Chapter Three. Since the communications model works with circuit groups
rather than individual circuits, the results will not be as precise as
the detailed switching algorithm. Nevertheless, this run is important to
establish a basis for ccomparison with other switching scenarios involving
the new technology systems, scenarios which cannot be analyzed with the
detailed algorithm.

In addition, the methodology used for data circuits is somewhat differ-
ent fromn that described in Section 3.4. Since no bits-per-second information
was available to the communications model and since circuit savings were
comparable on a percentage basis for both voice and data, the switching algo-
rithms were used for both the voice tind Lhe data networks.

4.4 BASELINE WITIN 50 PERCENT INCREASE IN TRAFFIC

The objective of this scenario is to measure the cost impact of an
increase in traffic over currently forecasted levels. All parameters are
identical to those of the base case except for the traffic parameter, which
is set at 1.5. This means that for any given year, the percentage growth
in traffic is 50 percent higher than in the standard FAA forecast (e.g.,
6 percent instead of 4 percent). The additional traffic should increase the
operational units required, which in turn should increase F&E, O&?t, and cir-
cuit costs. A comparison of this run and the baseline will show the sensi-
tivity of all four major cost categories to traffic parameters.

4
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CHAPTER FIVE

SCENARIO RESULTS

5.1 INTRODUCTION

Costs associated with the scenarios described in Chapter Four have
been evaluated by means of the communications cost model. The model takes
into account both the present communications facilities and the impact of
changes to the configuration of FAA facilities. The results are developed
separately for four cost categories. The first category consists of invest-
ment in facilities and equipment as a result of expanded service to meet
user demand or as a result of new services associated with the alternative
scenarios. The second category comprises operations and maintenance costs
associated with existing and new FAA facilities. Finally, there are two
categories of lease costs, telephone circuits and leased equipment. The
total annual cost of FAA communications is computed as the sum of these
costs.

The analyses described in this chapter are performied in current-year
dollars, on the assumption of the inflation rates documented in Section
4.2. Most comparisons are made relative to the baseline scenario in order
to determine which of the cost categories are affected by the scenario and
which are the sensitive variables. The focus of this analysis is the impact
on the circuit network, which is expressed in terms of leased circuit and
leased equipment costs. F&E and O&M costs are considered only in the con-
text of the scenario being run. However, since the model does not include
most air traffic costs or savings, the results in this chapter do not
represent a life-cycle-cost analysis.

5.2 BASELINE EVALUATION

Table 5-1 shows the results of the baseline run. The growth in the
volume of services provided by FAA facilities in response to aircraft traf-
fic increases has resulted in a steady increase in all four categories of
cost: facilities and equipment (F&E), operations and maintenance (OWM,
leased circuits, and leased equipment. The F&E and O&Mk columns reflect
costs of communications facilities within the NAS. Circuit costs are expend-
itures on leased private telephone lines, and leased equipment comprises
all other leased services, such as key systems and switches. The F&E col-
uzm in the companion tables includes investment in equipment needed to main-
tain growth of the ATC system and capital expenditures on new-technology
equipment. Since the latter does not exist in the baseline, the F&E values
in this particular table reflect growth alone.
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Table 5-1. BASELINE
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Figure 5-1. COMPARISON OF COST CATEGORIES: 1980 AND 1990
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Figure 5-1 presents a comparison of the cost categories in 1980 and
1990 to irdicate the distribution of costs. The predominant category by
far is O&M, which accounts for 71.2 percent of the total costs in 1980 and
76.3 percent in 1990. The O&M costs are based on existing expenditures by
facility type and on facility staffing standards developed by the FAA Air-
ways Facilities Sector Level Staffing Standard Branch. The contribution of
each of the 64 facilities to overall O&M costs varies substantially: The
top five facilities -- RCO, towers, Automated Radar Terminal System (AR~TS),

* FSS, and RCAG -- account for about 53 percent of reported 0&M costs.

When the inflation factor is removed from the F&E and O&M costs, realJ

* growth is found to be only 14 percent for F&E and 8.5 percent for O&Id in
spite of a predicted 40 percent increase in IFR aircraft handled, because
of the slow growth of many of the operational units. The number of ARTCCs
and the number of FSSs are constant, and only two new towers a year are to
be commissioned. The only major operational variable that is unconstrained
is sectors.

Circuit and leased equipment costs show a smaller share of the total
cost, mostly because the inflation rate for communications services has
historically been lower than the average inflation rate. Real growth in
circuit and leased equipmer- costs over the decade are estimated at 6.7 per-
cent and 4.6 percent. respectively. Like the F&E costs, the growth in cir-
cuits is held down by the constraints on the growth of operational units.
it should be noted that the only circuits considered in the evaluation are

those which must be leased from common carriers on an annual basis. Those
assciaedwith tetrminal operations (e.g., airport property supporting RTRs,

ILSs, and ASPs) are assumed to be provided by the municipal authority and
not subject to annual federal expenditures. Circuits required in support
of air traffic control affect tower, center, and FSS operations, and nor-
mally are leased from industry. The combined total circuit mileage of voice,
data, and radio circuits in 1979 was about 1.52 million miles. Because of
the growth in FAA operations that is expected to be necessary to provide
the 1979 quality of service during the next decade, the total circuit mile-
age in 1990 is expected to grow modestly to 1.60 million miles. The data
are based on the existing average length for each of the three types of
service.
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5.3 BASELINE WITH VOICE AND DATA CIRCUITS SWITCHED

This scenario is the same as the baseline except that underutilized
voice and data circuits can be switched through the centers in an effort
to reduce circuit costs. A detailed discussion of the algorithms used in
this process may be found in Chapter Two of this report and in FAA Com-
munications Cost Model Program Documentation. Switching as discussed here
should not be confused with VSCS: Circuit switching will not be accomplished
through VSCS until at least 1990; further, VSCS will provide a number of
capabilities besides switching. Switching here refers only to equipment
that can select an available circuit over which to route a call. In the
current system, there is no switching in this sense because there is a
dedicated line between each pair of points.

The results for this run are shown in Table 5-7; Figure 5-7 shows the
variations relative to the baseline. The major change appears in the cir-
cuits column, which shows a saving of $4.7 million on leased circuit expenses
in 1980.

Table 5-8 shows the circuit categories to which the switching algorithm
was applied. When the circuits are switched, traffic from categories that
do not pass through a center (e.g., category 2, FSS-tower voice circuits) is
rerouted through the nearest center by adding that traffic to the appropriate
categories that do pass through the center (in this case, ca3tegory 3, FSS-to-
center, and category 4, tower-to-center). For most of the d,.zta categories,the
number of circuits remains unchanged in spite of switching, because of the
limits placed on the number of circuits required. If the number of circuits
required for switching is greater than the number of dedicated lines in place,
switching is rejected.

Where switching is feasible (see Table 5-7), F&E and O&M costs are added
for the switching equipment. In the first year only, the F&E cost for switch-
ing equipment is a one-time expenditure of $2.0 million. The O&M cost appears
every year but amounts to $300,000 or less per year.

Savings from circuit switching may be observed by subtracting results
in Table 5-7 from those in the baseline in Table 5-1. Circuit switching for
voice and data appears to be feasible, but not overwhelmingly .so. Savings
of $4.7 million in 1980, or 21 percent of the total expense, are forecast by
the model. This ratio remains fairly stable over the entire decade. In
present-value terms, savings of $23.1 million over the decade are expected.
The savings are split between reductions in the number of terminations and
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Table 5-7. BASELINE WITH CIRCUIT SWITCHING
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Figure 5-7. ANNUAL DISCOUNTED CIRCUIT SAVINGS OF

SWITCHING RELATIVE TO BASELINE
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Table 5-8. COMPARISON OF SWITCHED AND NONSWITCHED CIRCUITS

Baseline Parameters

Circuit Category Number of Circuits Circuit Mileage

Nonswitched Switched Nonswitched Switched

Miscellaneous Voice 1,487 599 211,035 85,023

FSS-to-Tower Voice 175 0 13,143 0

FSS-to-Center Voice 101 1,188 26,182 305,860

Tower-to-Center Voice 603 778 90,087 116,282

Center-to-Center Voice 273 112 119,274 48,827

FSS-to-Public Voice 1,420 0 61,859 0

Miscellaneous Data 947 205 432,741 93,692

FSS-to-Tower Data 0 0 0 0

FSS-to-Center Data 28 28 15,528 15,528

Tower-to-Center Data 239 239 27,074 27,074

Center-to-Center Data 94 94 47,529 47,529

reductions in circuit mileage. This split contrasts with the analysis pre-
sented in Chapter Three, where almost 100 percent of the savings is in the
reduced number of terminations. The communications model does not have an
algorithm for adjusting average circuit mileage as a result of switching;
therefore, the predicted circuit mileage savings forecast are likely to be
somewhat high. The predicted $2.4 million savings from terminations compare
favorably with those from Chapter Three for the utilization and grade-of-
service specified.

5.4 BASELINE WITH 50 PERCENT INCREASE IN TRAFFIC

The case of the baseline with 50 percent increase in traffic is the
same as the baseline except that the yearly percentage increase in traffic
is 50 percent higher than that of the baseline. Results of this scenario
are shown in Table 5-9; a plot of the cost variations relative to the base-
line is shown in Figure 5-8.

Because of the anticipated slow growth in operational units (other than
sectors), costs are not very sensitive to traffic growth. With the number

of towers, centers, and FSSs remaining fairly constant, the major area of

growth is the sector area. This growth will necessitate some additional
center-to-center voice and data circuits and center-to-RCAG radio circuits.
The net effect is about 300 circuits more than the baseline. In terms of
net present value, the effect of this booming traffic scenario is an increase
of only about $21 million over the baseline figure by 1990, less than 1 per-

cent of the projected cumulative expenditure of $2.19 billion.



Table 5-9. BASELINE WITH 50 PERCENT INCREASE IN TRAFFIC
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CHAPTER SIX

CONCLUSIONS

The preceding chapters r .veloped a cost analysis of switching and non-
switching in FAA voice and data circuit networks. The Pnalysis assumed
network configuration where circuits were switched through the 20 continen-
tal ARTCCs.

Switching underutilized circuits would mean the procurement of addi-
tional equipment to sense demand for service, search for an idle circuit
and switch to it, and route the call properly at the other end. This equip-
ment must be installed at points convenient to all other network nodes,
because all traffic will be switched through these points. If the economies
of scale that switching offers are to be fully exploited, the equipment prob-
ably should be located in the 20 continental U.S. air route traffic control
centers (ARTCCs), and our switching algorithm is based on this assumption.

On a cost basis alone, circuit switching in the current network config-
uration promises only marginal gain. According to estimates of current
parameter values for utilization, required grade-of-service, and switching
equipment cost, the switching plan described here would not quite break
even given a 10-year equipment life and would do slightly better given a
15-year life. Optimization of the resulting network by the introduction of
other benefits would probably change the economics to the plus side; unfav-
orable estimates of the parameters, or changes in conditions, could make
switching an economic loss. The feasibility is sensitive to ?Itilization and
grade-of-service over the current operating range; it is less sensitive to
equipment cost. Because of these sensitivities to various parameters, it
appears that from a strictly economic viewpoint, circuit switching does not
provide a major benefit to the FAA ur.er the network configurations analyzed.
When firm data on circuit utilization and grade-of-service become avail-
able, it will be appropriate to reassess this issue.
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